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AS OTHERS HAVE, we define fake news as “intentionally” 
and “verifiably” false news articles that mislead 
readers.1 As such, the characterization, detection, and 
prevention of fake news has become a top priority 
for preventing the spread of misinformation (false or 
inaccurate information) and disinformation (false 
information that is intended to mislead). Significant 
efforts in algorithmic fake-news detection have led 
to the development of artificial intelligence (AI) tools 
that provide signals and advice to news consumers 
to assist with fake news detection, albeit with varying 
effectiveness. Research surrounding this topic has 
predominantly focused on the design of algorithms (for 
instance Baly et al.;3 Cruz et al.;7 Hosseinimotlagh and 
Papalexakis;11 and Bozarth, Saraf, and Budak5), with other 
work examining surrounding issues such as the impact 
of advice (for example, Moravec et al.16) and potential 
negative implications (for instance, Pennycook et al.21).

In this work, we seek to provide in-
sight on the effectiveness of AI advice 
in terms of reader acceptance. We spe-
cifically focus on news interventions in 
the form of statements pertaining to 
the accuracy and reliability of an arti-
cle, which we term news veracity state-
ments. Twitter, for example, began us-
ing new labels and warning messages 
on some “Tweets containing disputed 
or misleading information related to 
COVID-19.”23 We further examine news 
interventions through a specific lens: 
that of the novelty of the news topic. 
Novelty refers to the extent to which in-
coming information is similar to prior 
knowledge.12,28 In this article, it refers 
to the extent to which news readers en-
counter unfamiliar news. Specifically, 
we ask: when a novel situation arises, 
will interventions in the form of state-
ments on the veracity of articles be 
more effective than when those same 
interventions are used on news articles 
about more familiar situations? The 
theoretical reasoning for this research 
question comes from the concept of 
confirmation bias, which states that 
people tend to process information in 
a way that favors their previously held 
beliefs. We are, therefore, interested in 
testing a novel news scenario for which 
prior beliefs are weak. We find that in-
terventions are significantly more ef-
fective in novel news situations, imply-
ing that their use in AI tools should be 
focused on novel situations. An impor-
tant implication for future research is 
that work is needed to better under-
stand the contingencies underlying the 
acceptance and effectiveness of AI 
news interventions.

How Topic 
Novelty Impacts 
the Effectiveness 
of News Veracity 
Interventions 
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Can algorithmic advice override preconceived 
notions and the believability of fake news?

BY DORIT NEVO AND BENJAMIN D. HORNE

 key insights
 ˽ When it comes to fake news 

interventions, one size doesn’t fit all 
and various contingencies should be 
accounted for.

 ˽ Novelty is one influential factor; news 
veracity interventions are significantly 
more effective in novel news situations.

 ˽ News readers may change their reasoning 
about the content they read when novel 
news situations are being assessed.
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as a need to develop early interventions 
in the sense of the speed of identifying 
a news article as fake and, specifically, 
the methods to intervene against false 
news items before they spread widely. 
This interpretation has led to many 
works focused on building technology 
for fast and automatic detection of 
fake news—for instance, Vicario et 
al.,27 Horne et al.,10 and Baly et al.3 
While early interventions are clearly vi-
tal in stopping exposure to false infor-
mation,20 we argue that not only does 
prior exposure to a fake news story im-
pact intervention effectiveness, but 
also exposure to the news topic. Hence, 
the topic novelty of the news story, 
which has not been studied in this con-
text, is important to understand.

This is the gap this study seeks to 
fill: When a novel situation arises, on 
which there are no prior beliefs, will 
veracity statements presented with 
news articles be more effective than 
when those same statements are pro-
vided for news articles about more 
familiar situations and events? We 
hypothesize that in such scenarios, 
the existence of confirmation bias 
might be weaker, thereby lowering 
the resistance of news readers to 
news veracity interventions.

The outbreak of COVID-19 offers an 
opportunity to test this idea. The World 
Health Organization (WHO) classified 
the outbreak as an international public 
health emergency in January 2020. Soon 
after, the WHO described information 
on COVID-19 as an “infodemic” due to 
“an over-abundance of information—
some accurate and some not.”a The 
high frequency of new, evolving, and 
sometimes conflicting information re-
ported during the outbreak created a 
cognitive challenge to news consumers, 
who were now tasked with making 

a https://bit.ly/33kPrCf

sense of information with which they 
did not have much prior experience.

Information overload, common in 
modern news environments (the cur-
rent outbreak being just one example), 
is made worse by the uncertainty of in-
formation during an evolving crisis. Re-
searchers in the field of crisis informat-
ics have noted that “information voids” 
may exist in evolving crisis events, in 
cases where facts may change as new in-
formation is found, or where informa-
tion is simply unknown during the on-
going event.25 These voids can be 
challenging, particularly for consumers 
with a high need for cognitive closure,8 
but they can also present an opportuni-
ty to employ effective information inter-
ventions. Unlike many news events, 
which may be tied to an ideological po-
sition or related to information the con-
sumer already has experience with, re-
ports on events such as COVID-19 are 
completely new to the reader, especially 
at the time the research was conducted. 
It is within this brief window of opportu-
nity that, we argue, advice on news ve-
racity can be most useful and help news 
consumers accurately assess news.

Based on the above, this study focus-
es on two specific questions: (1) Does the 
topic novelty of news impact the effective-
ness of news veracity statements? (2) 
Does the topic novelty of news impact the 
consumer’s reasoning behind belief de-
cisions? We address these questions un-
der specific boundary conditions. First, 
we acknowledge that extremely novel 
news can pose challenges to algorithmic 
assessment due to limited knowledge on 
the topic. Our assumption is that, as was 
the case with the COVID-19 news that we 
analyzed, sufficient information had 
been gained to allow for veracity assess-
ments but that this information had not 
yet solidified in public views. Second, we 
focus on scientifically verifiable news as 
we describe in our study section below. 
This allows us to accurately determine a 
ground truth that is more rooted in fact 
than opinion. Third, we only study the 
case of an accurate AI. In other words, 
our AI does not make mistakes in terms 
of news veracity assessments. These 
boundary conditions trade off an in-
crease in internal validity for a slight de-
crease in external validity. We return to 
them when we discuss our limitations 
and future research plans.

To answer the above research ques-

Fake News Interventions
Much has been written about fake news 
and misinformation, and many have 
tried to devise approaches to better in-
form news consumers on the veracity of 
the information they read. These inter-
vention approaches can be as complex as 
educating readers to deeply process the 
information, or they can be as simple as 
incorporating fake news flags and warn-
ing statements.2,24 Unfortunately, news 
readers may ignore or reject these simple 
news veracity interventions, and their ef-
fectiveness can change across users de-
pending on many individual factors.10 
While research has shown some success 
with news veracity interventions,10,14 the 
factors that may lead to effective inter-
ventions are still under-explored.

One inhibitor to the acceptance of ad-
vice—algorithmic or otherwise—on the 
veracity of news is the fact that people 
tend to believe what they already believe. 
As previously noted, this phenomenon 
is called confirmation bias and it stems 
from people being overconfident in the 
correctness of their knowledge.13 With 
confirmation bias, people tend to inter-
pret new information in ways that sup-
port pre-existing views while ignoring 
information that challenges those 
views.15 This, in turn, can propagate be-
lief in fake news27 and a refusal to accept 
advice on news veracity.

Research has shown that confirma-
tion bias is strong when prior beliefs or 
knowledge are strong19 and when one is 
highly confident in their decision-mak-
ing ability.22 In the specific context of 
fake news, it has further been shown 
that prior exposure to fake news in-
creases their perceived accuracy.20 Giv-
en these findings, it is important to de-
velop approaches for interventions 
before prior beliefs are set.

Returning to our AI focus and the lit-
erature on algorithmic advice, much of 
the literature has interpreted this gap 

Figure 1. Example of AI interventions in our study.
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and presents information responsibly, 
handles the difference between news 
and opinion responsibly, and more. 
MBFC uses a similar process, but pro-
vides more news source categories, 
such as news sources with specific po-
litical biases or news sources that often 
push pseudoscience. Using these orga-
nizations, we selected a large number 
of sources and then searched current 
articles within those sources. We ex-
plain this process below.

News article selection. With a large 
number of sources selected, we 
searched for articles on our selected 
topics (vaccination, climate change, 
and COVID-19). During the article selec-
tion for vaccination and climate change, 
we purposely balanced between pro and 
con articles on each topic. We further 
ensured that all articles were current to 
reduce prior exposure to each article. 

tions and to draw insights on the effec-
tiveness of algorithmic interventions—
particularly those using news veracity 
statements—during this window of op-
portunity, we used a human-subject ex-
periment across varying conditions, 
changing the novelty of news articles 
and the availability of veracity state-
ments. Our research method is ex-
plained below, followed by a discus-
sion of our findings.

Method
Study design. In this work, we argue 
that AI interventions, in the form of 
news veracity statements, would be 
more effective in novel news situations 
than in familiar news situations. To test 
this claim about the effectiveness of AI 
advice in novel situations, we set up an 
experiment on Amazon Mechanical 
Turk (AMT), where we asked individu-
als to read a single news article and 
then comment on whether they be-
lieved the article and why. We chose 
AMT because prior work shows that it 
provides a good representation of the 
U.S. population with high generaliz-
ability.4,6 We conducted the experiment 
using a 2x2 factorial design.

The first factor, the novelty of news, 
had two levels. Familiar news articles 
presented both pro and con views on 
climate change and vaccinations 
(both topics have been widely covered 
for an extended time). Novel news ar-
ticles presented information on COV-
ID-19, a novel topic with few connec-
tions to previous news reports. The 
second factor, AI intervention, also had 
two levels. In the No AI condition, only 
the news article was presented to the 
respondent, while the AI Intervention 
condition presented one of two state-
ments at the top of the news article: 
“Our smart AI system rates this article 
as accurate and reliable” or “Our 
smart AI system rates this article as in-
accurate and unreliable.” This inter-
vention is shown along with specific 
article examples in Figure 1. We spe-
cifically focused on advice that is 
framed as AI-given advice for our in-
tervention: AI offers great speed and 
scalability, and there is ample work in 
the literature on building AI systems 
for news veracity detection. Each par-
ticipant was assigned to one cell in 
our factorial design and read one ran-
domly chosen article.

Ground truth determination. In this 
study, ground truth was needed to de-
termine whether an article should be 
classified as fake news or not and to 
provide the appropriate intervention. 
We further use this ground truth to 
measure the extent to which our re-
spondents were able to correctly iden-
tify fake news articles. To determine 
the ground truth of articles, we used a 
two-phased approach, in which we first 
selected a source and then an article 
from that source. Specifically, third-
party journalistic organizations, such 
as NewsGuard or Media Bias/Fact 
Check (MBFC), were used to label 
sources on various factors (similar to 
the labeling in Nørregaard et al.18) 
NewsGuard has journalists rate news 
sources based on nine weighted points, 
including whether the source repeat-
edly publishes false content, gathers 

Table 1. Articles used in this study.

Source Title Ground Truth

Familiar News

Natural News “Climate Change Hoax Has Literally Convinced a Member  
of Congress that ‘the World Is Going to End in 12 Years’"

Not Credible

Freedom Bunker “Fight Illness with This Ancient Immune Booster” Not Credible

Jew World Order “Greenpeace Founder: Global Warming Is a Hoax Pushed  
by Corrupt Scientists ‘Hooked on Government Grants’”

Not Credible

The Gateway Pundit “NOAA Ruins Assertions by Unhinged Democrats that Global 
Warming Has Caused Increase in Hurricane Activity”

Not Credible

Natural News “World Health Organization Declares Anti-Vax Movement to 
Be a Top ‘Global Health Threat’ Just like the Climate Change 
Hoax...”

Not Credible

BBC “'Completely Avoidable' Measles Outbreak Hits 25-Year High 
in US”

Credible

NPR “Climate Change Was the Engine That Powered Hurricane 
Maria's Devastating Rains”

Credible

Chicago-Sun Times “Kentucky Governor Exposed His Kids to Chickenpox instead 
of Getting Vaccine”

Credible

NPR “New U.S. Measles Cases Break 25-Year-Old Record, Health 
Officials Say”

Credible

Fortune “U.S. Carbon Emissions Soared in 2018. Here’s Why” Credible

Novel News

The New York Times “Open Windows. Don’t Share Food. Here’s the U.S. 
Government’s Coronavirus Advice.”

Credible

Reuters “World Faces Chronic Shortage of Coronavirus Protective 
Equipment: WHO”

Credible

Breitbart “Hillary Clinton Falsely Claims to Jimmy Fallon That Trump 
Called Coronavirus Outbreak a 'Hoax'”

Not Credible

Natural News “Vitamin C Infusions Being Studied in China as Possible 
Treatment for Coronavirus-related Pneumonia”

Not Credible

The Russophile “Coronavirus Hoax: Fake Virus Pandemic Fabricated to 
Cover-Up Global Outbreak of 5G Syndrome”

Not Credible

The Russophile “Coronavirus Special Report: Worldwide Outbreaks of 5G 
Syndrome and 5G Flu Driving Pandemic”

Not Credible

The Liberty Daily “Coronavirus: Chinese Espionage Behind Wuhan 
Bioweapon?”

Not Credible
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terms of demographics, respondents 
were between the ages of 25-33 (33.1%), 
35-44 (31.9%), and 45 or older (33.5%). 
Just over 56% of respondents identified 
as males, and 58% of respondents held a 
Bachelor’s degree or higher. Looking at 
news consumption habits, respondents 
indicated they predominantly consumed 
news through websites (44.7%), social 
media (30.9%), TV (19.5%), and other 
sources (4.9%). Many respondents con-
sumed news daily (48.9%), with another 
large group (34%) consuming news mul-
tiple times per day. The remaining re-
spondents indicated they consumed 
news weekly (13.8%) or less (3.3%). Fi-
nally, 6.8% of respondents often shared 
news on social media, 55.2% sometimes 
shared news, and 35.5% never shared 
news on social media. We began collect-
ing data in November 2019, focusing on 
the everyday news condition. We col-
lected data on the emerging news con-
dition in April 2020.

Summary of study design. As previ-
ously mentioned, we employed a 2x2 de-
sign, in which we studied two news con-
ditions (familiar news and novel news) 
and two AI conditions (No AI and AI In-
tervention). The familiar news condi-
tion contained news articles on vacci-
nation and climate change, both of 
which had been widely reported prior 
to this study, while the novel news con-
dition contained news articles on CO-
VID-19. The No AI condition provided 
just the article, while the AI Interven-
tion condition displayed one of two 
statements at the top of the article: ei-
ther “Our smart AI system rates this 
article as accurate and reliable” or “Our 
smart AI system rates this article as inac-

curate and unreliable.” Each participant 
read one randomly chosen article and 
answered two questions: 1. Do you be-
lieve the information in this news arti-
cle? (Answered on a five-point scale from 
“Definitely yes” to “Definitely not”), and 
2. Why do you or do you not believe the 
information in this news article? (An-
swered using open-ended text).

Findings
News veracity interventions are signifi-
cantly more effective in novel news situ-
ations. Table 2 shows the results of a 
two-way ANOVA using the five-point re-
sponse scale as our dependent variable 
and the 2x2 factorial design as the inde-
pendent variables. To capture agree-
ment with the ground truth, which is 
the dependent variable in this study, we 
first reverse-coded our five-point re-
sponse scale for the false ground truth 
articles. Specifically, if the ground truth 
was “false” (that is, the article was 
deemed as not credible) and a respon-
dent answered “1” (that is, I definitely 
do not believe the article), we reverse-
coded this response as “5” to reflect full 
agreement with the ground truth. Con-
sequently, the newly coded dependent 
variable in this analysis measures 
agreement with the ground truth on a 
five-point scale, with “5” representing 
“fully agree” and “1” being “fully dis-
agree.” This dependent variable was 
then used in the two-way ANOVA, with 
novelty and AI intervention as the two 
independent factors.

Our results show a significant inter-
action effect, which reflects the effec-
tiveness of the AI intervention under 
the novel news condition but not under 
the familiar news condition. This ef-
fect is also shown in Figure 2.

We found that when participants 
were given a news article from the fa-
miliar news context, the veracity state-
ment had no significant impact on the 
probability that a participant correctly 
identified false or true news articles. 
In general, we note that for familiar 
news, participants did well in correct-
ly identifying news veracity regardless 
of the AI condition they were assigned. 
However, when participants were giv-
en a news article from the novel news 
context, the news veracity statement 
had a significant impact on the par-
ticipants’ ability to correctly identify 
the news article’s veracity.

Next, we narrowed down the selected ar-
ticles to only include those which we 
could confirm as true or false using 
journalistic and fact-checking organiza-
tions at the article level, such as Snopes, 
FactCheck.org, and AP Fact Check.

At the end of the process, we obtained 
a set of 10 articles in the familiar news 
condition and seven articles in the novel 
news condition, as shown in Table 1. 
Both news contexts contained articles 
from similar time frames in 2020 and 
both contexts contained articles labeled 
false and true. Specifically, our study ran 
from December 2019 to May 2020; arti-
cles in our familiar news condition were 
published between March 2019 and De-
cember 2019, while articles in our novel 
news condition were published between 
late February 2020 and early March 2020.

Participants. The study had 636 par-
ticipants across the conditions. Each 
participant was paid $0.50 for reading 
one article and answering two ques-
tions. We only allowed respondents 
from the U.S. (given the articles select-
ed) with a HIT approval rate of at least 
99%. A small-scale pilot study was per-
formed to ensure that our chosen HIT 
approval rate and payment were suffi-
cient for receiving quality responses. 
The responses from the pilot study were 
added to the main pool of responses. In 

Table 2. Two-way ANOVA on agreement 
with ground truth.

Source F Value Pr > F

Novelty 0.14 0.7087

AI Intervention 8.12 0.0045

Interaction 6.55 0.0107

Figure 2. Zooming into the interaction effect.
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codes to draw examples from the text on 
how decision reasoning varied between 
the conditions.

A qualitative investigation of the 
comments demonstrates that confirma-
tion bias and prior opinions clearly in-
fluence belief decisions in the familiar 
news context (a reminder: the familiar 
news context had current news on vacci-
nations and climate change). For exam-
ple, one respondent, who believed an 
article which we flagged as false, noted:

“Global warming and climate change 
are lies. These lies have been promoted 
since the 1800’s. NONE of their predic-
tions have panned out. NONE of their 
predictions will ever pan out. What hap-
pened to the ozone hole crisis? What 
about the melting ice caps? They’ve 
grown back to be thicker than ever in re-
corded history. How about those rising 
oceans that have been predicted over and 
over and over and over again? Shouldn’t 
there be actual evidence of claims made 
since the 1800’s?”

This respondent is using his or her 
belief about global warming to form an 
opinion about the article. These types of 
responses were heavily present through-
out the familiar news results, for articles 
on both vaccination and climate change. 
Reliance on prior beliefs, knowledge, 
and experience was also present when 
the participants correctly marked arti-
cles. For example, these respondents 
provided the following subjective rea-
soning for why they believed an article 
that was labeled as true:

“It seems to fit well with other news 
that I have heard.”

“I have read many news stories about 
outbreaks of chicken pox, measles, etc., 
stemming from unvaccinated individuals. 
My mother told me that when my older 
brother got mumps, her pediatrician told 
her to put my older sister in the room with 
him and expose her to the mumps so she 
could get it at the same time instead of 
later on down the road. I guess that was a 
popular practice in those days (40s and 
early 50s) but have not heard much about 
it being a common practice currently. But 
it does not surprise me and I find it plausi-
ble that the governor would do just that.”

On the other hand, in the novel 
news context, we found that partici-
pants used more neutral justifications 
rooted in the writing style, provision 
of supporting evidence, source credi-
bility, and, to a much lesser extent, 

We followed up with pairwise com-
parisons of the proportion of respon-
dents who agreed with the ground 
truth. Specifically, this analysis com-
pared the proportion of participants in 
each condition who correctly identi-
fied false or true news articles, where 
the answers “Definitely yes” and “Prob-
ably yes” were combined as the partici-
pant believing an article and “Definite-
ly not” and “Probably not” combined 
as the participant not believing an arti-
cle. The midpoint of our scale, “might 
or might not,” was left as is and not 
used in any analysis. We found no sig-
nificant difference between the two AI 
conditions for the familiar news group 
(z=0.11, sig=0.36), but saw a significant 
effect for the novel news group (z=3.75, 
sig=0.00). Looking at the other effect, 
when we compared the proportion of 
agreement with the ground truth in the 
familiar news group versus the novel 
news group without the advice of the 
AI, respondents in the familiar news 
groups had a significantly higher agree-
ment proportion with the ground truth 
(z=2.19, sig=0.01). When we compared 
these two groups under the AI interven-
tion condition, the effect was reversed; 
respondents in the novel news group 
performed significantly better than the 
familiar news group (z=2.27, sig=0.01).

Summarizing the above, our first in-
sight is that the effect of news veracity 
statements (presented in this study as 
generated by the AI) is contingent upon 
the novelty of the news, having a great-
er impact in novel news situations.

A change in decision reasoning when 
novel news situations are being as-
sessed. In addition to assessing the par-
ticipant’s quantitative responses to our 
survey, based on the ground truth of the 
article, we also qualitatively assessed 
their reasoning through open-ended 
comments. To this end, authors read 
the comments provided and individual-
ly developed codes pertaining to the jus-
tification used—based on subjective 
beliefs, external knowledge, writing 
style of the article, and so on). After each 
coder reached saturation in terms of 
emerging codes, the authors met to dis-
cuss and develop a unified set of codes. 
The two authors and a research assis-
tant then coded all responses based on 
this list, with disagreements resolved in 
follow-up discussions. For the analysis 
below, we used this list of justification 

Many have tried  
to devise 
approaches  
to better inform 
news consumers  
on the veracity  
of the information 
they read.
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Limitations and Future Work
As one considers these core findings, it 
is important to note the limitations of 
our study and to highlight some alter-
native explanations to these results, 
specifically due to potentially con-
founding effects in our topic novelty 
test. While the topic of COVID-19 is cer-
tainly a novel one, unrelated to previous 
topics, it is also a crisis event with high 
uncertainty, including lack of expert 
agreement and lack of evidence for 
many open questions. More uniquely, 
COVID-19 is a crisis event where uncer-
tainty has not been resolved for an ex-
tended period. Long-term uncertainty 
and lack of expert agreement on the 
topic likely also play a role in reducing 
the strength of prior opinions and 
knowledge. Hence, this balance of 
news consumers having gaps in their 
settled knowledge about a situation 
and that same situation having fact-
checked information to be used in an 
intervention is likely a delicate one. Fu-
ture work can address this gap by exper-
imenting with other topics that are con-
sidered novel, thereby establishing that 
the effect is not uniquely due to the un-
certainty surrounding COVID-19. Alter-
natively, future work can strive to estab-
lish a clear definition of when a topic 
can be considered novel and other fac-
tors that impact the novelty to news 
consumers, allowing for a more granu-
lar explanation of the found effect.

Another limitation concerns our 
choice of topics for this study. The three 
topics we selected share some common 
attributes, such as having their veracity 
anchored in science, being related to hu-
man health and wellbeing, and often be-
ing politicized. It is possible that these 
topics confound our results by impact-
ing confirmation bias and opinion for-
mation. At the same time, having this 
topic similarity allows us to directly com-
pare the effect of novelty on the accep-
tance of the AI advice under similar con-
ditions. Future work can explore similar 
studies using different news events.

Additionally, it is worth noting that 
not all resistance to information that 
contradicts one’s prior beliefs is due to 
confirmation bias and sometimes that 
resistance is good.26 In our qualitative 
analysis, we also found instances where 
prior beliefs were used for correct as-
sessments, in addition to those that 
were used for incorrect assessments.

reliance on prior knowledge and be-
liefs. Some examples of these respons-
es include:

“Everything in the article is well written 
and makes sense. Does not seem biased.”

“The article makes many claims but 
offers no evidence of these claims. The 
frequent unnecessary capital letters are a 
big hint, and so is the lack of sources or an 
author’s first and last name. It is written 
poorly, and is meant to scare, not meant 
to inform. It just has an obvious fake tone 
to it, and makes ridiculous claims.”

“The language used and style of 
writing give the impression the article 
was not written by a highly educated or 
scientific person. Although there are 
some technical words used, the overall 
impression of the article is ‘amateur.’”

Finally, even when subjective justifi-
cation was used, it was not as elaborate 
as the justifications that were provided 
in the familiar news condition.

The implicit effect of the AI. When 
looking just at the AI intervention con-
dition, we found that more respondents 
used the AI veracity statement in their 
justifications in the novel news context 
than in the familiar news context. Using 
a simple keyword search, we found that 
8% of participants mentioned “AI” in 
the familiar news condition, while more 
than 15% of participants mentioned 
“AI” in the novel news condition. An ex-
ample of this type of response is:

“The smart AI system doesn’t believe it. 
Also I strongly doubt vitamin c would be 
effective at preventing or curing COVID-19.”

Beyond this direct admittance to us-
ing the AI, however, our data shows that 
it had an implicit effect on the justifica-
tion used. Specifically, a higher propor-
tion of respondents mentioned the word 
“accuracy” in their justification state-
ment in the AI condition than in the No 
AI condition (17.5% vs. 3.7%, z=4.508 
sig.<0.01). This implies that the AI has an 
implicit effect in guiding respondents’ 
justification of their news belief.

Overall, we found that the decision 
justification was different under differ-
ent conditions. The reliance on prior 
knowledge and beliefs, which is indica-
tive of confirmation bias, was more 
strongly present in the familiar news 
condition, regardless of the AI inter-
vention. In the novel news condition, 
there was less evidence of such justifi-
cation and more reliance on objective 
features of the article.

One inhibitor to 
the acceptance 
of advice on the 
veracity of news is 
the fact that people 
tend to believe what  
they already 
believe.
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Implications
The implications of this study are that AI 
interventions in the form of news veraci-
ty statements, which are quite common 
in current AI recommender tools, are not 
effective under all conditions. Our study 
resulted in two important insights for 
the design of algorithmic advice for fake 
news detection. First, one size does not 
fit all, meaning that there are contingen-
cies external to the design of the recom-
mendation tools that play a role in the 
effectiveness of algorithmic advice. In 
this work, we showed that topic novelty 
affects news readers’ openness to accept-
ing advice. Zooming in on how novelty 
affects news readers’ assessment of ve-
racity, we show that people vary the justi-
fication they use in believing specific ar-
ticles under different novelty conditions. 
When they lack the subjective ability to 
assess the article, they resort to more ob-
jective heuristics, such as source credi-
bility, writing style, or supporting evi-
dence, to mention a few. Given that the 
AI commonly provides such objective as-
sessment, we show that it is more effec-
tive in novel news conditions.

Focusing on the lack of impact of 
the news veracity statement in the fa-
miliar news condition, we note that our 
insights are important for future work 
in this area. Specifically, we show that 
different approaches and designs 
should be considered in different set-
tings. In this specific study, we showed 
that statements about the accuracy 
and reliability of the articles (which are 
common in current literature) are not 
effective in familiar news settings, like-
ly due to strong confirmation bias. 
Consequently, either different ways to 
present the statements or different 
statements altogether should be pro-
vided in such cases, or even a com-
pletely different design of recommen-
dation tools. While we investigated 
topic novelty in this paper, we imagine 
there are other contingencies that 
should be explored to better under-
stand how to target interventions to at-
tain greater impact.

The implications of this work can 
be thought of both in terms of the ef-
fect that we find as well as the effect 
that we are not able to find. First, we 
found that in novel news situations, 
readers are more open to accepting al-
gorithmic advice, in the form of news 
veracity statements, and this advice 

helps them to justify their news assess-
ment. For implementers of AI recom-
mendation tools—for example, news 
websites and social media websites—
this implies the need to target such AI 
interventions on novel news situa-
tions. Second, what we did not find 
was an effect of these interventions in 
familiar news conditions. This implies 
that it might not be economically wise 
to those same organizations to invest 
effort in providing such interventions 
if they are not effective. Further, an im-
portant research implication is to un-
derstand what interventions might be 
effective in a familiar news context. A 
longitudinal study that examines, for 
example, how a “relationship” might 
develop between a news consumer 
and an AI recommendation tool might 
shed light on how we can acknowledge 
and address confirmation bias in the 
design of tools.

From a theory perspective, future re-
search efforts should focus on identify-
ing contingencies other than the nov-
elty of news and should collectively 
develop a theoretical foundation for 
the effectiveness of AI tools. Future de-
sign efforts should then focus on devel-
oping interventions that can overcome 
such contingencies. 
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